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ABSTRACT
In this paper, we propose a real-time hand detection method
with multi-stage HOG-SVM classifier. Unlike traditional
methods based on learning which make decomposition of
feature vector or combination of different types of features or
classifiers, upon the division of background into several cat-
egories, we propose a multi-stage classifier which combines
several SVM classifies each of which is trained to distinguish
corresponding divisions of background and target. Further-
more, in order to improve speed performance, skin color
in-formation and integral histogram are also applied. Exper-
iment results demonstrate that the proposed algorithm works
well under multiple challenging backgrounds in real-time
speed (16 frames per second).

Index Terms— human-computer interaction, hand detec-
tion, HOG, SVM classifier, integral image

1. INTRODUCTION
Human-Computer Interaction (HCI) has been a hot topic in
recent years. Recognition of body language (such as gesture,
posture and motion etc.) is an important and challenging job
for HCI, among which, hand detection is a fundamental task.

The methods of object detection generally can be cate-
gorized into non-learning based methods and learning based
methods. Generally speaking, for non-learning based hand
detection, the first step is skin color segmentation [1, 2, 3, 4].
After skin segmentation, edge information and template are
utilized in [4]; [1] detects the region of the forearm, enabling
location of the hand; 1-D self-organizing mapping (SOM)
combining motion information in HSV color space is used for
hand region segmentation in [2]. Overall, strong assumptions
are required in non-learning based methods, such as clear and
complete edge are required [4], hands must be moved [2] or
uniform illumination above forearm that are not occluded by
sleeve [1]. Thus, non-learning based hand detection method
could not handle complex background and complicated illu-
mination. Detection methods based on machine learning are
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proven to be more robust against illumination and background
changes than non-learning based methods. A robust, feature-
separable and strong classification-capable classifier is essen-
tial to learning based method. Methods [3] based on machine
learning usually extract novel Haar feature for hand detection.

Dalal and Triggs proposed Histograms of Oriented Gra-
dient (HOG) descriptors for pedestrian detection [5], exerting
a great influence. In the same year, Fatih Poriki proposed in-
tegral histogram, which greatly improves the speed of HOG
feature extraction [6]. HOG is extensively discussed in related
literature featuring improvements in various aspects. For ex-
ample, HOG and LBP (Local Binary Patterns) are combined
for pedestrian detection with partial occlusion in [7]. Linear
interpolation is introduced to quantize the gradient orientation
of each pixel in [8]. [9] verified that classification effect of
RBF-SVM (Radial Basis Function-Support Vector Machine)
is significantly better than the effect of Linear-SVM, but more
time consuming. The usual way is to construct more complex
cascade classifiers or make a combination of different types of
classifiers. [10, 11] combine adaboost and SVM in different
ways improving the algorithm speed and accuracy effectively.
Combination of multiple SVM classifier are carried out in var-
ious ways in [12, 13], such as binary Tree Architecture [12]
or SVM network [13].

HOG feature is utilized in many kinds of object detection,
such as pedestrian detection [5, 7, 8, 9, 11], traffic sign detec-
tion [12, 13], vehicle detection [10] and hand detection [14].
Verified by above experiments, HOG feature has a strong ad-
vantage in describing the complex non-rigid object.

In this paper, a novel multi-stage classifier is proposed
which applies optimized HOG features to hand detection for
the first time. The remainder of paper is organized as fol-
lows. In the next section, we describe in detail the improved
HOG feature. In section 3, the architecture of our proposed
cascade classifier is presented. Section 4 gives comparison
of experimental results and discussion. Finally, some conclu-
sions remarks are provided in section 5.

2. HOG FEATURE EXTRACTION AND IMPROVING
Dalal and Triggs proposed HOG feature [5] which used in
multiple occasions of object detection successfully. But the
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speed of HOG feature extraction is not fast, and in sliding
window detection, there are lots of double counting within the
same area. Fatih Porikli proposed integral histogram for fast
histogram extraction [6] which can also be utilized in HOG
feature, namely integral HOG. As such, in this work, we will
use the integral HOG for fast HOG feature extraction. Equa-
tion (1) and (2) are used for horizontal gradient gx(x, y) and
vertical gradient gy(x, y) computation of each pixel I(x, y) in
image I . Equation (3) and (4) are used for gradient magnitude
m(x, y) and gradient orientation O(x, y) computation:

gx(x, y) = [−1, 0, 1] ∗ I(x, y) (1)

gy(x, y) = [−1, 0, 1]T ∗ I(x, y) (2)

m(x, y) =
√

gx(x, y)2 + gy(x, y)2 (3)

O(x, y) = arctan

(
gy(x, y)

gx(x, y)

)
(4)

In this paper, O(x, y) is discretized into 6 bins (6 possible
directions uniformly distributed in [0,180). In order to get fast
histogram calculation in image, integral histogram technique
[6] is utilized. The integral histogram can be defined in Eq.
(5):

hk(x, y) =

x,y∑
i=0,j=0&O(i,j)∈bink

m(i, j) (5)

where hk(x, y) represents the value of pixel in integral his-
togram image Hk corresponding to k-th bin. The procedure
of calculating integral HOG feature is illustrated in Fig.1. We
can get any sub-histogram in an image using only three float
operation in each channel of histogram Hk.

Fig. 1. gradient orientation is uniformly quantized into 6 bins
, constructing integral HOG image for each bin.

In order to deal with the problem of ignorance in quan-
tizing the gradient orientation and interpolation in spatial po-
sition, linear interpolation is utilized to quantify the gradient
orientation of each pixel [8].

In this paper, samples are normalized to 32×40 pixels,
each sample is divided into cells of 8×8 pixels and each group
of 2×2 cells is integrated into a block. For each pixel I(x, y),
the gradient magnitude m(x, y) and orientation O(x, y) is
computed in these cells. Then a local orientation histogram
of gradients is formed and divides the gradient angle into 6
bins. Each block is thus represented by a 24-D feature vector
normalized to an L2 unit length, each sample is represented

Fig. 2. For a sample of hand, extract enhanced HOG feature.

by 3×4 blocks with 1/2 block overlapping, generating a 288-
D feature vector as illustrated in Fig.2.

3. MULTI-STAGE SVM CLASSIFIER
CONSTRUCTING

Conventional algorithms treat background simply as one in-
discrete category. Actually, the classification judgment inter-
face was directly affected by the distribution of background.
Thus, Appropriate division is conducive to classification. A
novel multi-stage classifier is proposed in this paper. The flow
chart of our multi-stage classifier is demonstrated in Fig.4.

As illustrated in Fig.3, red points represent positive sam-
ples, blue and green points represent two category back-
grounds. In Fig.3(a), the background is considered as a
whole part. Therefore, only single linear category interface is
formed which will cause more error. In Fig.3(b), background
is divided into two parts, and two linear categories interface
are formed. The classification results represent that these
two category interfaces are more in line with the real data
distribution.

Too simple classifier will cause bad effect on classifica-
tion results because the category interface could not reflect
the distribution of data. Thus, in this paper, background is
divided into five categories appropriately.

The first step of our multi-stage classifier is skin segmen-
tation. The RGB color space should be transferred to HSV
color space where H subspace is utilized for segmentation.
For a detection window, the number of pixels whose H value
is greater than 90 is calculated. If the number is greater than
half of total number of pixels in the detection window, the de-
tection window passes this level classifier. To avoid double
counting, the integral image is also utilized here. After this
step, at least 50% of the detection window is filtered.

Backgrounds are divided into 5 categories including face,
arm, simple background, complex background and fist. Each
type of background constructs a classifier with hand respec-

(a) (b)

Fig. 3. (a) treat two classes of backgrounds as a whole part,
(b) treat two classes of background respectively.
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Fig. 4. For a sample of hand, extract enhanced HOG feature.

tively. The detection window is considered to be hand only if
it passes all 5 SVM classifiers, as illustrated in Fig.4.

Each classifier is guaranteed a high hit rate (HR), with-out
requiring very low false positive rate (FPR). From the point
of view of probability and statistics, if HR and FPR for each
classifier are Hi and Fi respectively, then the HR and FPR of
the multi-stages classifier is:

HR =

5∏
i=1

Hi and FPR =

5∏
i=1

Fi (6)

Quite low FPR with our multi-stage classifier can be
achieved excluding the necessity of very low rate of Fi.

The speed of our multi-stage classifier Sstage (ms/frame)
is affected by the weak classifier sort order and can be calcu-
lated by:

Sstage =

5∑
i=1

pisi (7)

s1 6 Sstage 6
5∑

i=1

si (8)

Where si represents the speed of each weak classifier in
multi-stages classifier. pi represents the possibility of through
all the previous weak classifier of stage i.

The equation (7) and inequality in (8) indicate that the
sooner the detection window is rejected, the faster the Sstage

could be arrived. Because face and arm could easily pass the
skin region segmentation, hand/face and hand/arm SVM clas-
sifiers take precedence in the detection flow.

The speed of SVM classifier SSVM and multi-stage clas-
sifier Sstage is determined by:

SSVM ∝ NdimNSV (9)

Sstage ∝
m∑
i=1

NdimNSVi
(10)

Where NSV represents the number of support vectors, Ndim

represents the dimension of feature vector. The speed of
multi-stage classifier is determined by the front m weak
classifiers which the detection window reaches.

If the background is not divided, the number of support
vector is large, therefore, the speed of SVM classifier is slow.
If 5 types of backgrounds construct SVM classifier with hand
respectively, the amount of support vectors is getting more in
our multi-stage classifier, but support vectors of each weak
classifier is getting much less. So with a appropriate sort or-
der, the number of support vectors used in the stage classifier
will be much less than the amount number in stage classifier.
Experiments will demonstrate advantage of our multi-stage
classifier in speed.

4. EXPERIMENT AND DISCUSSION
For the training of classifiers, numbers of positive and nega-
tive samples are collected. The number of each types of sam-
ples collected is shown in Table 1, and samples collected are
shown in Fig. 5.

Table 1. Number of each types of samples.
Type Hand Face Arm S-BG C-BG Fist

Number 1967 1064 896 1232 720 1464

(a) (b) (c) (d) (e) (f)
Fig. 5. (a), (b), (c), (d), (e), (f) are hand, face, arm, simple
background, complex background and fist respectively.

Samples are normalized to gray image with size of
32×40. RBF-SVM classifier supported by OpenCV lib is
utilized to train and test. In order to compare experimental
results, 2-class RBF-SVM, 6-class RBF-SVM and Haar-
adaboost algorithm are also trained for comparison. 5 fold
cross validation is utilized for experiment test. Fig.6 is the
experiment ROC curve. The result is represented by false
positive rate (FPR) and hit rate (HR) which are defined be-
low:

FPR =
number of false positive

true positive+ false positive

HR =
number of true positive

true positive+ false positive

For the comparison of detection speed of each classifier,
8082 320×240 images captured with different backgrounds
and illumination are tested. The magnification of sliding de-
tection window is 1.2, 32×40 is the smallest detection win-
dow, 80×100 is the biggest detection window. The computer
with 3.2 GHz CPU and 2 GB memory is utilized here. Table.
2 is the average detection speed of each classifier.

Table 2. Speed comparison of each classifier.(ms/frame)
2-class 6-class Our stage Haar-

classifier classifier classifier adaboost
Speed 148 194 65 58

It can be seen in Fig.6 that our multi-stage classifier out-
performs the other three methods. The FPR is much less than
any other methods at the same HR. The HR of multi-stages
classifier is almost the same as that of the 6-class classifier. It

4110



Fig. 6. The comparison of each classifier.

indicate that the most hand region will pass the all stages in
our stages classifier not only several stages and most negative
region will be rejected by our multi-stage classifier as analysis
in section 3.

As Table 2 shows, the detection speed of our multi-stage
classifier is close to Haar-adaboost, and much faster than 2-
class HOG-SVM classifier and 6-class HOG-SVM classifier.
Its mainly due to the well sorted order of our multi-stage
classifier, most of detection window are rejected at first two
stages.

The experiment results demonstrate that our multi-stage
HOG-SVM classifier achieved expected performance as anal-
ysis above. Our proposed algorithm achieves high speed de-
tection with high HR and low FPR in real time. Some experi-
ment results under different background and illumination are
shown in Fig.7.

Fig. 7. The detection result of our multi-stages HOG-SVM.

5. CONCLUSION AND FUTURE WORK
In this paper, a multi-stage HOG-SVM hand detection al-
gorithm is proposed. Through the HOG feature optimizing,
multi-stage HOG-SVM classifier constructing with appropri-

ate sort order, the hand detection algorithm works well in real
time.
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